BRGHIAEABRFRLF CERFFFERIE 2014-07-15

BERME:  E49:00 - 11:30 IHAALHE
T4 2:30 — 4:30 IRA:8H
wE: BEGHIAEAF S HKLNUE

1) REAE: KRB FHEARATHHBRFAR

& FTHESARTFATENNL. F5RE. BHF. £FF 76 RE A —AH 3540
B, BEZATH. RFHERE. AFRA, FRABFFR, ARfi L ThE k&% g
Fo BRI, FFRARLIT S E R ANE S, REASEPGER . UMM, T TEENE
Rk, HEREYT REAKRTFAANGRBEREF AR GeZBoHE, ME, HELRF), 2
75 {2 3o dh 3 A0 LR AR ALTAS B

W5k, ZHTERE L KF 5K GAFIAN K E T HERFTIRT AL AR, A
T 5% (MIT) JFi& 7 Computational Camera and Photography. Digital and Computational

- -
Photography. Advanced Computational Photography % % 17148 % %42, FatA#ErE k5 (CMU), Hf
Wi KE, TR KFLITFETIHHEEIES (Computational Photography) #9488 %iE4%, 4K A2 5
. ARERAR L AR FARMTR R EZ —, KRER K BHFHRK AN, sEmBmEet EE%
AT
MNAANG: §R, TFEHE, AABRRKFETHFEIEFRAIHIZ, L2AFREANAL
Y / - 52 HEAAGE AR AR AR, B AR ERRENRERE R AR %, £ |EEE
- T-PAMI, 1JCV, CVPR, ICCV ¥ #Flfra il LA K F ARSI 22 &, ¥k 36 AEIRAF BAHEF], 23
REFKIEA . 124E 2011 SF [EEE B IR A K2 (160V) 422012, 2014 SF 4 H AL K2 (ACCV) /AR 2E R AU @aFH “F

277 ZARMIE R R AEAT A kIS, KT 2012 FEAERERKAL—FE, 2001 FEAHFINR “SEFRAFHARKEARERL” HRXEH—
FE O MBFH, FEXFFRAFESEHTALE,

2) #4&AMB: Learning to identify software defects when historical sample modules are unavailable
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3) &L HB: Compressive sensing via nonlocal low-rank regularization

%% : Sparsity has been widely exploited for exact reconstruction of a signal from a small number of random

measurements. Recent advances have suggested that structured or group sparsity often leads to more powerful signal
reconstruction techniques in various compressed sensing (CS) studies. In this talk, I will present a nonlocal low-rank
regularization (NLR) approach toward exploiting structured sparsity and explore its application into CS of both
photographic and MRI images. I will also talk about the use of a nonconvex logdet(X) as a smooth surrogate function
for the rank instead of the convex nuclear norm; and justify the benefit of such a strategy using extensive
experiments. To further improve the computational efficiency of the proposed algorithm, we have developed a fast
implementation using the alternative direction multiplier method (ADMM) technique. Experimental results have
shown that the proposed NLR-CS algorithm can significantly outperform existing state-of-the-art CS techniques for
image recovery.
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5) %M H: Visual Sentiment Ontology
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4% : Inthis talk, I will review our recent work in social multimedia analytics called "Visual Sentiment
Ontology". In this work, we present a large-scale visual sentiment ontology design, as well as a middle-level
visual attribute descriptor called SentiBank. VSO is built by mining from social multimedia data, guided by
sophisticated social psychology and cutting-edge computer vision detector training methodology. The
by-product "SentiBank" descriptor can be regarded as a sentiment-aware attribute descriptor enabling
reliable detection of positive and negative sentiments reflected in an image. I will show its effectiveness in
predicting sentiments from image and text for Twitter hashtags.

ANAA4: Dr. Rongrong Ji is currently working at Xiamen University since 2013, where he directs the
Intelligent Multimedia Technology Laboratory (http://imt.xmu.edu.cn) and serves as a Dean Assistant in the
School of Information Science and Engineering. He has been a Postdoc research fellow in the Department of
Electrical Engineering, Columbia University from 2010 to 2013, worked with Professor Shih-Fu Chang. He
obtained his Ph.D. degree in Computer Science from Harbin Institute of Technology, graduated with a Best
Thesis Award at HIT. He had been a visiting student at University of Texas of San Antonio worked with

Professor Qi Tian, and a research assistant at Peking University worked with Professor Wen Gao in 2010, a research intern at Microsoft Research Asia, worked

with Dr. Xing Xie from 2007 to 2008.

He is the author of over 40 tired-1 journals and conferences including IJCV, TIP, TMM, ICCV, CVPR, IJCAI, AAAI, and ACM Multimedia. His research
interests include image and video search, content understanding, mobile visual search, and social multimedia analytics. Dr. Ji is the recipient of the Best Paper
Award at ACM Multimedia 2011 and Microsoft Fellowship 2007. He is a guest editor for IEEE Multimedia Magazine, Neurocomputing, and ACM Multimedia
Systems Journal. He has been a special session chair of MMM 2014, VCIP 2013, MMM 2013 and PCM 2012, would be a program chair of ICIMCS 2016,
Local Arrangement Chair of MMSP 2015. He serves as reviewers for IEEE TPAMI, 1JCV, TIP, TMM, CSVT, TSMC A\B\C and IEEE Signal Processing
Magazine, etc. He is in the program committees of over 10 top conferences including CVPR 2013, ICCV 2013, ECCV 2012, ACM Multimedia 2013-2010, etc.
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6) #HMEHME: Real-Time Camera Tracking in Challenging Environments
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7) k4% B : Disambiguation-free partial label learning

4% : Partial label learning deals with the problem where each training example is associated with a set of
candidate labels, among which only one is correct. The common strategy is to try to disambiguate their candidate labels,
such as by identifying the ground-truth label iteratively or by treating each candidate label equally. Nevertheless, the
above disambiguation strategy is prone to be misled by the false positive label(s) within candidate label set. In this paper,
a new disambiguation-free approach to partial label learning is proposed by employing the well-known error-correcting
output codes (ECOC) techniques. Specifically, to build the binary classifier with respect to each column coding, any
partially labeled example will be regarded as a positive or negative training example only if its candidate label set
entirely falls into the coding dichotomy. Experiments on controlled and real-world data sets clearly validate the
effectiveness of the proposed approach.
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